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Abstract—Being able to track passengers’ movement without
invasion of their privacy plays an important role in cruise
ships; it enables crucial location-based services such as maritime
search&rescue, tourist services, and epidemic prevention. The
past few years have witnessed commodity WiFi holding great
potential that provides such services available thanks to its
ubiquitous in indoor scenarios. However, existing WiFi-based
tracking methods suffer from huge performance degradation in
sailing ships due to their complex metal structures and dynamic
hull deformation caused by engines and waves/payloads pressure.
In this paper, we present CRLoc, a deep learning-based passive
human tracking system that can overcome the practical limita-
tions of traditional WiFi-based localization approaches applied
in a multipath-rich and mobile ship environment, and provide
decimeter-level tracking accuracy in cruise ships. Specifically,
we make two contributions, i.e, we propose a super-resolution
parameter estimation algorithm that better characterizes ship
indoor environments, and a deep neural network-based end-to-
end solution to remove the impact of noise, interference, and
mobility in ships. The real-world implementation and extensive
experiments in several passenger ships demonstrate that CRLoc
tracks human motions with a median error of 92 cm, better than
state-of-the-art localization methods. To our knowledge, this is
one of the first WiFi-based passive human motion tracking system
in a cruise ship environment.

Index Terms—WiFi Localization, Mobile Ship Environment,
Super-resolution Algorithm, Convolutional Recurrent Neural
Network

I. INTRODUCTION

Being an essential part of the emerging intelligent ships,
crew and passengers’ location perception and trajectory
recording plays an important role in ship management and
safety insurance. A recent tragedy, such as the outbreak
of COVID-19 on Diamond Princess in 2020 [1], illustrates
the serious consequences of the lack of accurate movement
information of passengers in such an enclosed space would
lead to chaotic management. A ubiquitous and device-free
human motion tracking localization system can be used to
prevent such incidents, which can also be utilized in maritime
search&rescue, tourists services, and epidemic prevention [2].
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Fig. 1. The principle of WiFi-based device-free localization and tracking
through. We obtained the time-of-flight (ToF) τ , angle-of-arriver (AoA) φ
and doppler frequency shift (DfS) υ from WiFi signal. The reflectors such as
deformed hulls in a cruise ship changed the propagation of wireless signals
and interfered with channel parameters.

In the last few years, we have seen a lot of emerging
techniques for passive human indoor localization, such as
computer vision [3] [4], ultra-wideband (UWB) [5] [6], radio-
frequency identification (RFID) [7] [8] and WiFi, etc. The
development of the first three techniques raises a number
of concerns, including privacy concerns, deployment costs,
and intrusive equipment. In contrast, the WiFi-based approach
has become more popular owing to its ubiquitous availabil-
ity and non-line-of-sight characteristics [9]. Furthermore, the
emerging WiFi tools such as the latest 802.11ax protocol
channel state information (CSI) acquisition tool can provide
256 subcarriers and 160MHz bandwidth, which strongly sup-
ports WiFi-based smart applications [10]. Basically, WiFi-
based localization systems are generally divided into two folds:
fingerprint-based and model-based schemes. A fingerprint-
based scheme typically analysis the statistical characteristic
of the wireless signal propagation at each location and per-
forms similarity matching between real-time and pre-collected
data, which obviously is labour-intensive and the accuracy
is vulnerable to environmental changes. To overcome this
shortcoming, a model-based scheme that does not require a
site-survey for fingerprints collection, thereby avoiding time-
consuming dataset collection. As shown in Fig. 1, current
advanced systems typically extract location-related wireless
channel parameters from the WiFi signal, such as the time-
of-flight (ToF), angle-of-arrival (AoA) and Doppler frequency
shift (DfS), and attenuation of the incident signal. Using these
parameters, we can determine the location of people in a space
with considerable accuracy.



Unfortunately, existing wireless localization or tracking
systems suffer from huge accuracy degradation in a mobile
ship environment because they cannot address the impact of
dynamic characteristics and metal reflection. To understand
the impact factors of a mobile ship, our early attempts are
to statistically quantify the relationship between random ship
motion and CSI changes based on data-driven methods [11].
However, studies on the relationship between time-varying
ship environments and wireless signals from a model-based
perspective are scarce. Based on our observations, in a mobile
ship environment, the wireless signal arrives at the receiver
along different paths at each moment, and the number of
paths changes dynamically, which is different from the gen-
eral environment. This phenomenon may be a result of the
inevitable elastic hull deformations caused by the internal
and external stress from the load, waves, and engines [12].
This characteristic reduces the accuracy of channel parameter
estimation because the number of multipaths needs to be
specified. In addition, owing to the steel material of the
ship, high-order reflected signals and other wireless signal
sources cause severe interference to the target signal and
decrease parameter precision. Moreover, the human body can
be confused with other reflective objects owing to a strong
metal shot. To achieve high-precision localization and tracking
in a ship environment, these challenges must be overcome.

In this paper, we propose a deep learning-based human
motion tracking system that can accurately track the location
of people in a mobile ship environment. The system was
designed to 1) consider the dynamic change of multipath
number in the ship environment and realize high-precision
location-related parameter estimation from WiFi signal, 2)
overcome the impact of high noise in the ship and achieve
acceptable localization accuracy, and 3) realize the continuous
localization and tracking of people using existing commercial
WiFi facilities. The proposed system, CRLoc, is a WiFi-
based system that can accurately localize and track a moving
human and overcome the limitations of the mobile ship
environment. The design consists of two main parts. First,
based on the CSI Motion model [13], an improved super-
resolution parameter estimation algorithm, namely the sparse
variational bayesian space-alternating generalized expectation-
maximization algorithm (VBSAGE), is proposed to extract
high dimension channel parameters from the CSI signal.
VBSAGE was used because it can simultaneously estimate
the number of components in a mixture and their parameters,
which adapts to the dynamic environment of the ship. Second,
we reorganized the estimated parameters to synthesize the
distance-direction likelihood profile of the target and designed
a modified convolutional recurrent neural network (CRNN)
model to obtain the target location. The network can au-
tomatically learn the refined parameters of the target from
severe noise and distinguish the moving human from numerous
reflections. Real-world implementation and extensive experi-
ments demonstrate that CRLoc tracks human motions with a
median error of 92 cm.

Our main contribution are as follow:

• We propose a novel super-resolution parameter estimation
approach to simultaneously estimate the number of mul-
tipaths and their parameters, which reduces the accuracy
degradation caused by the dynamic multipath in a mobile
ship environment;

• We present a deep learning end-to-end solution to over-
come the agnostic caused by severe noise and dynamic
multipath scenario. Specifically, a two-dimensional (2D)
likelihood profile was generated using multipath param-
eters, and a CRNN model was proposed to automatically
learn the refined target parameters and extract the person’s
trajectory.

• CRLoc was implemented and evaluated with commodity
Intel 5300 Wi-Fi cards. Extensive experiments on a real
world ship demonstrated high accuracy and significant
performance improvement for a mobile ship environment.

II. RELATED WORKS

Wireless-based passive localization and tracking have drawn
considerable attention in recent years. In this section, we
briefly review state-of-the-art localization work based on dif-
ferent wireless technologies. Subsequently, we introduce the
most relevant WiFi-based indoor localization systems.

A. State-of-the-art Indoor Localization.

In recent years, a large number of indoor localization solu-
tions have emerged. Commonly used indoor localization tech-
nologies include RFID, UWB, Computer vision, Bluetooth,
acoustic, Zigbee, and WiFi. BERT-ADLOC [14] integrate
Bluetooth with state-of-the-art technologies, such as cloud
computing and deep neural networks, to achieve decimeter-
level localization. 3D-LBMS [15] combines BLE and multiple
sensors to achieve meter level 2D localization accuracy and
submeter level 3D altitude estimation accuracy. RFind [7]
leverages the underlying physical properties of RFID to em-
ulate a large bandwidth and uses it for localization. MRL [8]
studies the problem of tag localization using RFID-augmented
robots, which are used for automatic item fetching and mis-
placement detection in warehouses. Smart metasurfaces [5] are
considered an important auxiliary technology for UWB high-
precision localization in complex indoor environments and
have received widespread attention recently. iVR [3] integrates
vision and radio localization systems and achieves sub-meter
accuracy with indoor semantic maps, which are automatically
generated from only two surveillance cameras. A recent study
[4] further enhanced indoor localization with multimodal sens-
ing using camera images, inertial measurement unit sensors
and WiFi signals on a smartphone. However, as mentioned
earlier, we did not adopt these technologies for several reasons.

B. WiFi-based Localization and Motion Tracking.

WiFi-based localization systems typically use CSI and re-
ceived signal strength (RSS) signals. In recent years, CSI-
based passive human localization and tracking have received
great attention because CSI can provide higher fine-grained
channel information than RSS. These strategies can be divided
into two categories: fingerprint-based methods and physical



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

AOA

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
O

F
 

The Longest Path

The Shortest Path

(a) Few Multipath.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

AOA

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
O

F
 

The Shortest Path

The Longest Path

(b) Rich Multipath.

Fig. 2. Clusters of AoA and ToF in two adjacent time periods, which describes
the number of multipaths. This tells us that the number of multipaths is
dynamically changing. (a) An example of a small number of multipaths, only
4 multipaths. (b) An example of a large number of multipaths, including 9
multipaths.

model-based methods. AutoFi [16] proposes an approach to
automatically calibrate the localization profiles in an unsuper-
vised manner and solve the inconsistency between fingerprints
and new profiles when the environment changes. Fidoar [17]
uses a variational autoencoder to localize new users and
trains a domain-adaptive classifier to remove the disturbance
of environmental changes on CSI. Chronos [18] proposes a
channel splicing algorithm that combines 2.4G and 5G Wi-Fi
channels and improves ToF resolution to sub-nanometer level.
MaTrack [19] consists of a novel dynamic-MUSIC method
to extract the object reflection path and estimate the AoA
for device-free localization. Spotfi [20] uses the 2D-MUSIC
algorithm to jointly estimate ToF and AoA, which improves
the accuracy of the parameters because the parameters are
more separable in two dimensions than in one dimension. In
some studies [21] [13] [22], different parameter combinations
of ToF, AoA, angle-of-departure (AoD), DfS and signal at-
tenuation are extracted to achieve accurate channel parameter
estimation.

III. PROBLEM FORMULATION

The goal of this study is the development of a reliable WiFi-
based indoor localization system in a special ship environment.
However, compared with an ordinary indoor environment, the
ship environment has a severe impact on the wireless signal.
In this section, we first introduce the basic CSI model and
describe the relationship between CSI measurements and hu-
man’s movement. Next, we present three practical challenges
which we need to overcome in real-world sailing ships.

A. Signal Superposition Model

We determine the target location based on the wireless
signal reflected by the target, which contains key information,
such as distance, direction, frequency shift, and signal strength.
However, a number of reflectors in the room can reflect
wireless signals. In reality, the signals from all reflectors
superpose together at sensors. To capture this fact, we modeled
each CSI measurement as the sum of the received signals from
all reflectors, which is referred to as a signal superposition
model.
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Fig. 3. Effect of signal in a ship environment. (a)The wide peak due to severe
environmental noise. (b)The multipath peaks and the groundtruth (red cross)
isn’t at the largest peak.

For simplicity, we provide a simplified version of the model
mentioned here, and the CSI measurement Z can be expressed
as follows:

Z =

L∑
l=1

αls(θl) + ξ (1)

where αl denotes the complex attenuation between the
transceivers and s(θl) denotes the phase shift function of
the parameter θ of the lth path. Here θ = [τ, φ, υ], and
τ, φ, υ represent ToF, AoA, DfS, respectively. ξ represents the
additive background noise. L is the total number of multipaths,
which is typically constant in a normal indoor environment.
Here we briefly introduce the target parameters in the model.
• Time of Flight (ToF). ToF is the signal propagation time

from the transmitter to the receiver. By multiplying the
ToF by the speed of light, we can get the distance from
the target to the transceiver.

• Angle of Arrival (AoA). AoA means the direction of
incoming signal at the receiver. It reflects the orientation
of the target relative to the antenna array.

• Doppler frequency Shift (DfS). DfS represents the path
length change caused by the target movement at different
times, which can reflect the target speed information.

The above parameters represent the distance, direction and
speed information of the target, and can be calculated by the
parameter estimation method. However, we encounter some
challenges in a dynamic environment of the ship.

B. Practical Challenge

Our study aims to address the significant shortcomings
of the current localization systems applied to mobile cruise
ships. Here we present three practical challenges that affect
localization accuracy as follows:

1) Dynamic multipath number: The multipath effect be-
comes a more troublesome issue in a mobile steel ship environ-
ment because of its dynamic nature. This has two aspects. On
the one hand, the ship environment is time-varying because of
ship deformation [11]. Similar to a moving human, deformed
steel walls, floors, and ceilings will also cause a phase change
and frequency shift of the reflected signal. This is different
from the normal environment, hindering the complete removal
of harmful multipaths using a filter [13] or the difference
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between the two measurements [23]. Therefore, we estimated
all multipaths. On the other hand, owing to the varying degrees
of deformation, the number of multipath is also dynamic, as
shown in Fig. 2. In contrast, it is typically considered that there
are approximately five main multipaths in a normal indoor
environment [20]. When we decompose the multipath and
noise signals without knowing the number of multipaths, the
actual signal on each multipath cannot be accurately restored,
which will eventually lead to inaccurate channel parameter
estimation.

2) Strong metal reflection: The wireless signal experiences
high noise interference in such a steel enclosed space, includ-
ing high-order reflected residual signals and abundant wireless
equipment. Because steel has a stronger reflection on wireless
signals, it undergoes higher-order reflections in the cabin of
the ship. This poses a challenge for the implementation of
accurate indoor localization technologies. Specifically, when
we perform location feature extraction, more noise signals
are incorporated into the CSI on each multipath, leading
to an inaccurate estimation. Fig. 3 (a) shows the deviation
of the estimated peak from the true location in the ToF-
AoA likelihood profile. Using the CSI collected in the ship
environment, the heat map of the estimated feature will have
a wider peak, making it more difficult to obtain the correct
feature.

3) Distinguish reflected objects: In our design, to make
parameter estimation more accurate, we plan to estimate the
channel parameters of the signal from all reflectors and not
only the target of interest. However, as shown in Fig. 3 (b),the
parameters of irrelevant reflectors cause confusion in target
locations, hindering the continuous tracking of people. In
previous studies, the strongest reflected signal was believed
to be the signal reflected by a human. After removing the
static multipath from the static object, only the signal reflected
by moving people remains. In our study, the reflected signal
from irrelevant objects is dynamic and cannot be neglected,
particularly when people are close to them. Therefore, we must
design a plan that can effectively distinguish and track moving
humans.

IV. OVERVIEW

The aim of our study was to enable WiFi-based device-
free indoor human tracking, considering the particularity of
the ship environment. As shown in Fig. 4, CRLoc comprises
two key components: location-related parameter extraction
module and CRNN-based motion tracking module.

1) Parameter Extraction: The parameter extraction module
primarily aims to estimate the location-related parameters of
the dynamic multipath signals in a mobile ship environment.
To address this issue, we used the proposed VBSAGE al-
gorithm, which jointly estimates the number of multipaths
and their corresponding parameters [24]. Upon receiving the
preprocessed CSI series, the VBSAGE algorithm first sets
the multipath number, L, a rough value and decomposes the
clustered CSI into L components. The maximum likelihood is
used to estimate the location-related parameters. Subsequently,
the estimated parameters were used to refine the multipath
number and iterate until it converges. Finally, we obtain the
location-related parameters of all L̂ multipath.

2) Motion Tracking: The motion-tracking module imple-
ments a modified CRNN for human motion tracking. With the
multipath parameter series as input, CRLoc first transposes it
into a 2D ToF-AoA likelihood profile. In this manner, the prob-
lem is transformed into an issue similar to image processing
and can be solved using powerful deep learning methods. Our
model includes convolutional, recurrent, and fully connected
(FC) modules. A convolutional module can extract spatial
features and compress data [25]. The recurrent module can
find the spatial features of human-related parameters from
mixed parameters, and has proven to be suitable for location
tracking [26]. Finally, the FC module maps these features
onto the location coordinates of the person. In principle,
CRLoc achieves accurate human localization and tracking,
which requires only one-time training of the CRNN network
and can be directly adapted to many new ships.

V. PARAMETER ESTIMATION USING VBSAGE

In this section, we introduce a method to extract location-
related parameters from CSI signals using the proposed sparse
VBSAGE algorithm. First, we consider a simplified scenario
in which signal travels along only one path to the receiver.



In sequence, we propose a sparse joint estimation method to
address the dynamic multipaths and parameter estimation.

A. Basic Ideal

Our purpose is to estimate the parameters related to the
target location from the CSI measurement Z, considering the
dynamics of the ship environment. However, in a mobile ship
environment, the dynamic wireless channel has significant
impact on the accuracy of parameter estimation. Intuitively,
when we decompose the CSI of various paths that are mixed
together, if the number of components is greater than the actual
number of paths, the CSI of each path will be smaller than
the real situation, and vice versa. Our concept consisted of
developing an adaptive algorithm to estimate the paths and
their corresponding channel parameters and achieve a joint
estimation of the number of paths and channel parameters.

For simplicity, consider a specific propagation path l, where
the CSI measurement xl on this path is follows:

xl = αls(θl) + ξl (2)

where s(θl) = e−j2π∆fjτle−j2πfc∆dkφl/cej2πυl∆ti . s(θ) con-
sists of three parts: the phase shift caused by ToF τ , AoA φ,
DfS υ on frequency, space, and time diversity, respectively.
∆fj ,∆dk,∆ti indicate the frequency, distance and time dif-
ferences between the current subcarrier and the first subcarrier,
the current antenna and the first antennas, the current packet
and the first packet, respectively. fc represents the carrier
frequency of the channel and c represents the speed of light.
αl represents the complex attenuation from the transmitting
antenna to the receiving antenna along the lth path. A additive
Gaussian white noise component ξl is obtained by arbitrarily
decomposing the total noise ξ, Σl = E

{
ξlξ

H
l

}
= βlΣ. βl is

the decomposition factor of the lth component and 0 6 βl 6 1.
As the VBSAGE algorithm still belongs to the generalized

EM algorithm family, the process of channel parameter estima-
tion is also divided into expectation and maximization steps.
Let x̂ and x̂′ denote the estimation of the CSI measurement
x in the current iteration and last iterations. Suppose there
are L paths in one iteration, that is, the CSI observation
is divided into L components. In the expectation step, we
restore the unobservable CSI measurements on each path.
When observation data Z and the last estimated parameter
θ̂′ are provided, we obtain x̂l by calculating the conditional
expectation of x as follows:

x̂l = x′l(m; θ̂′l) + βl[Z(m)−
L∑
l=1

x′l(m; θ̂′l)] (3)

where m = (i, j, k) denotes the data at time i, subcarrier j
and antenna k.

After obtaining the CSI on each path, VBSAGE obtains the
channel parameters by using maximum likelihood estimation
for each component, expressed as follows:

Pl = log p(x̂l|θl, α̂l)− Φ̂s(θl)
H

Σl
−1s(θl),

θ̂l = arg max
θl

Pl
(4)

In (4), Pl is the ToF-AoA likelihood profile of the lth path.
The previous term is the same as the basic SAGE algorithm,
and the latter term is a regularization term, with the posterior
variance Σl of αl acting as a regularization constant. Note that
θl = (τl, φl, υl), and we use gradient descent method to update
τl, φlandυl. Specifically, we fix these parameters except one
and search for the value of the unfixed parameter.

B. Sparse Multipaths Number

In this section, we set out to solve the dynamic changes
in the path number of parameter estimation. This problem
is called the model order selection problem and has been
discussed in many studies [27] [28]. To implement model order
selection during a parameter update iteration, we introduce
a sparse coefficient w related to attenuation α, which obeys
the gamma distribution. The VBSAGE algorithm tests three
types of sparsity priors. In this study, we selected the Gaussian
sparsity prior p(αl|wl) = CN(αl; 0, w−1

l ), and then updated
αl as follows:

Φ̂′l = (ŵl + s(θl)
H

Σl
−1s(θl))

−1,

α̂′l = Φ̂′ls(θl)
HΣl

−1x̂l
(5)

This formula is a regularized least-squares estimate of α̂l′

given x̂l and θ̂l. Because the sparse parameter w obeys the
gamma distribution, we can update it as follows:

ŵ′l =
1

|α̂′l|
2

+ Φ̂l
(6)

To control the signal component, the VBSAGE algorithm sets
a pruning condition. Assuming that the sparse parameter w is
always greater than zero, a simplified pruning condition can
be obtained as follows:∣∣∣s(θ̂l)HΣl

−1x̂l

∣∣∣2 > s(θ̂l)
HΣl

−1s(θ̂l) (7)

When (7) is not satisfied, the sparse parameter wl approaches
infinity, and thus the attenuation in (4) equals zero. This
allows us to sparse multipath number during a parameter
update iteration, that is, joint multipath number detection and
parameter estimation.

C. Joint Sparse Multipaths and Parameter Estimation

Algorithm 1 summarizes the main steps of the parameter
estimation using the sparse VBSAGE algorithm. For moment,
we assume that at one iteration, the parameters, xl, θl, αl
and ωl, l ∈ {1, 2, ...L̂} are known for L̂ paths. In the next
iteration, we estimate each parameter individually one in a
certain order, and the values of the other parameters are
fixed while estimating one parameter. The update iteration
was repeated for all paths until the number of paths and
their parameters converge. The number of paths might be
reduced during one update iteration: at each round, the updated
multipath component undergoes a test specified by 7. When
the condition is not satisfied, the corresponding path is not
considered as a real physical wireless path and is removed.
Note that during initialization, L is set to an appropriately
large value Lmax.



Algorithm 1 Parameter estimation using Sparse VBSAGE
Input: : CSI Measurement Z(m)

Output: Location-related parameter Θ = (θl)
L̂
l=1

1: Initialization. L = Lmax, Θ = Θ0

2: while ‖Θ′′ −Θ′‖ > ξ && L̂′ 6= L̂ do
3: for l = 1→ L do
4: Update xl from (3)
5: Update θl from (4)
6: if Condition (7) is true then
7: Update αl from (5)
8: Update ωl from (6)
9: L← L̂

10: else
11: Remove the lth path; L← L̂− 1
12: end if
13: end for
14: end while

Initialization. The original VBSAGE provides a simple
bottom-up initialization strategy that allows us to infer the
initial variational parameters from the measurement Z(m) by
starting with an empty model. Considering the running time of
the model, we used a simple initialization method, assuming
all variational parameters to be zero.

VI. CRNN-BASED LOCALIZATION

Although the channel parameters of all multipaths are ob-
tained simultaneously using the proposed VBSAGE algorithm,
we cannot completely trust them because of high noise in the
ship environment. Furthermore, we must solve the confusion
of the reflector location, that is, identifying the target param-
eters from the cluttering parameters and mapping them to the
target location.

A. Input Data Structure

In Sec. V, we obtained the multi-dimensional location-
related parameters. Among these parameters, ToF and AoA
are critical because they represent distance and direction,
respectively, whereas DfS is used to refine the auxiliary results.
Because we use 100 packets within 0.1s in location estimation,
DfS may introduce location aliasing and cause the estimated
location to deviate [26]. In our study, we use the estimated DfS
to correct input data. Specifically, in a specified estimation,
when the algorithm iterates N times and converges, we let the
estimation algorithm iterate one more round, that is, execute
formulas (3) and (4) again with a fixed value of DfS in the
last iteration, expressed as follows:

P =

L̂∑
l=1

VBSAGEN+1(τl, φl, ω̂l, α̂l, L̂) (8)

Where P represents the ToF-AoA likelihood profile for all
path. The value of ToF τl and AoA φl range from 0 to 360
ns and from 0 to 180°, respectively. ω̂l, α̂l and L̂ represent
the value of ωl, αl and L in the N th iteration. In this manner,
we turn the problem of finding the correct parameters into a

problem of image processing, and we can then use methods
in the field of image processing to solve this problem. In
sequence, we select the promising CRNN model [29] to
address the problem mentioned in Sec. III. Our key insight is
that the location of human changes continuously and will not
change too much over a short time. Furthermore, the motion
pattern of human is different from the other reflectors such as
deformed bulkheads. Next, we introduce the design details of
our CRNN model.

B. Network Architecture

The CRNN model has achieved considerable success in the
task of optical character recognition. Recent studies have also
applied this model to wireless signal direction estimation [30].
Our model differs from the original CRNN model, which is
primarily composed of CNN, long short-term memory (LSTM)
networks, and FC modules. But they are similar in structure
to a certain extent, so we still use this term. Fig. 5 shows the
architecture of the proposed network.

Convolutional module. The convolutional module was used
to extract the spatial features and compress the data. Owing
to the high sparseness and preservation of the spatial locality
of the ToF-AoA profile, CNN is capable of handling this task.
Specifically, the input data P is a tensor of M × N × T
dimension, where M is the length, N is the width, and T is the
number of profiles. The convolutional module contains three
layers and each layer applies a set of 3×3 convolutional filters.
The pooling layer further compresses the data by operating on
the data in the window, for example, by selecting the largest
element in the window as the output value in max-pooling.
Here we conducted max-pooling over 2× 1 windows for the
first layer and 2 × 2 windows for the remainder. After three
convolution and pooling operations, we flattened the output
matrix into a vector V , such that it could be used as the
input of the following recurrent layers for temporal modeling.
Given input data P , we can obtain the feature representation
as follows:

V = CNN(P ) (9)

Recurrent module. For the RNN module, we used LSTM
to identify the parameters of interest, which can effectively
capture the context characteristics of a time series. A common
LSTM unit is composed of cell c, input gate i, output gate
o and forget gate f . The cell remembers the values over
arbitrary time intervals and the three gates regulate the flow of
information into and out of the cell. The cell state c contains
the location context information and feeds into the current
loop network after concatenating with input data. It expressed
as follows: 

i
f
o
j

 =


σL
σL
σL

tanh

WL

(
ht−1

Vt

)
ct = f � ct−1 + i� g
ht = o� tanh(ct)

(10)
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Fig. 5. Architecture of the network.

Here, �, σL and tanh represent the element-wise multipli-
cation, logistic sigmoid activation, and hyperbolic tangent
function respectively.

We used two stacked bidirectional LSTMs recurrent net-
works to extract the interesting sequence information. In the
training process, a discard rate of 0.1 was used to prevent
overfitting. Next, the features of the LSTM layer were fed to
the full connection layer. All operations in this part can be
simply expressed as follows:

H = LSTM(V ) (11)

Fully connected layers. The output features from the
LSTM are fed into a FC layer. The input layer consists of 512
units. The output layer contains two units, which represent the
X-axis and Y-axis coordinates. The core operation of the FC
layer is the matrix-vector product, which transforms data from
one feature space to another feature space linearly. This step
is expressed as follows:

L = FC(H) (12)

Here L = (x, y) denotes the target location, where x and y
represent coordinates. The parameter settings of the network
are summarized in Table 1.

C. Training and Localization
In this section, we explain the offline training and online

localization processes. CRLoc extracts spatial features and
compressed data through the CNN module, extracts temporal
features through the LSTM module, and maps them to location
coordinates using the FC layer. We simply express this process
and the loss function as follows:

Table 1 Network configuration summary. ‘c’ ,‘k’, ‘s’ and ‘p’ stand for
channel number, kernel size, stride and padding size respectively.

Network type Parameter set

Input 361×181 likelihood profile
Convolution c:16, k:3×3,s:2×1,p:1
Maxpooling Window:4×4,s:4
Convolution c:32, k:3×3,s:1,p:0
Maxpooling Window:4×4,s:4
Convolution c:64, k:3×3,s:1,p:0
Maxpooling Window:4×4,s:4

Flatten -
Bidirectional-LSTM #hidden units:512
Bidirectional-LSTM #hidden units:512

Dense #hidden units:512
Dense #hidden units:2

V = CNN(P )
H = LSTM(V )
L = FC(H)

Loss = 1
K

∑K
i=1(li − gi)2

(13)

Here, li is the ith location estimated by CRLoc and gi is the
corresponding ground truth location. K is the step size of the
LSTM module, which was set as 20. We used a simple mini-
mum mean square error loss function as a training objective,
because a simple Euclidean distance was sufficient to indicate
the location difference between two points in the ordinary
plane coordinate system. Location estimation is defined as
the task of estimating whether each location on a predefined
grid corresponds to the ToA–AoA likelihood profile. The
tracking area was 6 m and we defined the resolution as 0.1 m,
which resulted in 3,600 different combinations. During model
training, we set the epoch to be 600 and the batch size to
be 20. The base learning is set to 0.1 with a scheduler that
reduces the learning rate by factor of 0.8 every 100 epochs.
We employed the Adam optimizer with default parameters.

In the online localization stage, the collected CSI is pre-
processed and then input to the sparse VBSAGE module for
location-related parameter estimation. After being converted
into the ToF-AoA profile, it is input to the CRNN module,
and the location coordinates of each point in the trajectory are
output. The moving average method was used to smooth the
result and connect each segment of the trajectory. The entire
algorithm is summarized in Algorithm 2.

Algorithm 2 CRLoc System
1: Place the devices using our optimal configuration;
2: Perform initialization;
3: while TRUE do
4: Fetch new CSI samples;
5: Perform precondition steps;
6: Derive the location-related parameters with the sparse

VBSAGE algorithm;
7: Generate ToF-AoA profiles as input data;
8: Use CRNN to map the profile to the target location;
9: end while



VII. IMPLEMENTATION AND EVALUATION

In this section, we first introduce the data collection method-
ology and CSI preprocessing method. In sequence, we evaluate
the performance of CRLoc against four state-of-art localiza-
tion techniques. System effectiveness and certain influencing
parameters are also discussed.

A. Experiments Setup

We implemented CRLoc using a transmitter with one
antenna and a receiver with three antennas, where the an-
tennas formed a linear array and the distance was half of
the wavelength. The transmitter and receiver were a pair
of off-the-shelf Thinkpad T400 laptops with an Intel 5300
NIC. The system was Ubuntu and Linux 802.11n CSI Tool
[31] was installed to collect the CSI. The WiFi NIC was
set to operate in monitor mode on channel 165 at 5.825
GHz, and the transmission rate of packets was set to 1000
Hz. We implemented CRLoc in MATLAB and Pytorch. The
processing computer was equipped with an Intel i7-9750 CPU
and an NVIDIA GTX1660Ti GPU.

To fully verify the performance of CRLoc, we conducted
extensive experiments in three indoor environments on the
Golden Six cruise ship: an empty room, conference hall, and
wheelhouse, which can represent the typical ship indoor envi-
ronment. Fig. 6 shows the general environmental features and
deployment of the devices under different scenarios. In total,
four volunteers of different heights and weights participated in
the experiment and walked along arbitrarily different shapes of
trajectories such as lines, rectangles, and circles. Fig. 7 shows
some examples of tracking results of CRLoc. We also tested
the performance of the system, which are discussed later.

Data set. During the three-day voyage, we collected CSI
data and the corresponding ground truth data for different
periods. We collected a total of 8 × 106 packets, which
were divided into 8 × 104 CSI segments, and each segment
corresponds to a location to be estimated. Subsequently, every
20 positions formed a training trajectory, that is, a total of 4000
trajectories. As for the ground truth, we used advanced UWB-
based tracking solutions, which had a localization error of only
10 cm owing to their wide bandwidth. Specifically, three UWB
APs were installed in the tracking area, and volunteers were
required to carry a tag. During the data acquisition process,
we manually synchronized the CRLoc and UWB systems. We
split the UWB trajectory data into segments of the same length
as the CSI segment to train our model.

B. CSI Preconditioning

In addition to background noise, the CSI measurement
also contains other distractions owing to imperfections in the
commodity WiFi NIC. Moreover, because CRLoc uses the
wireless signals reflected by users to operate, the LoS signal
must be removed because it is considerably stronger than the
reflected signal. Next, we provide a detailed description of the
preprocessing methods.

CSI measurements typically exhibit significant amplitude
offsets. This leads to CSI amplitude hopping in a certain
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Fig. 6. Experiments device and scenes in cruise ship ’Yangtze 6’.

packet, and the amplitude is considerably higher than that of
adjacent packets. We let the CSI amplitudes of all packets in
a time window to be subtracted from the minimum amplitude.
This allows the shifted CSI amplitude to return to the normal
level compared to the others.

As for the phase error, we typically must consider three
sources of error: sampling time offset (STO), carrier frequency
offset (CFO), and phase-locked loop offset (PLLO). The PLLO
error is constant every time the receiver starts up, and can
thus be calibrated manually. The CSI phase noise caused by
STO and CFO only vary in time and frequency, but not space;
therefore, we select the antenna with the largest CSI mean
and variance ratio as the reference antenna, and calculate the
conjugate multiplications between the CSIs of each antenna
and reference antenna.

Note that to eliminate the by-product term produced by
conjugate multiplication, we add a constant value to the CSI
amplitudes of the reference antennas, as in [32]. Finally, a
bandpass Butterworth filter was used to remove the LoS signal
and high-frequency noise. The cutoff frequency was set to
2 and 80 Hz caused the frequency shift owing to human
movement to be in this range. The frequency shift between
transceivers is zero because there is no relative movement
between transceivers; therefore, the LoS signal can be removed
by the bandpass Butterworth filter. We applied a time window
to the CSI sequence and the length was 0.1 s, that is, we used
CSIs with 0.1 s to estimate a location.

C. System Performance

We tested CRLoc and four other state-of-the-art systems
in three different environments. The overall performance of
CRLoc was first reported. As shown in Table. 2, CRLoc
achieved a median localization error of 68 cm, 73 cm and
103 cm in a general building, ship anchored, and ship sailing
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Fig. 7. Tracking examples of different shapes of trajectories.

environment, respectively. Affected by the time-varying envi-
ronment of cruise ships, the localization accuracy of CRLoc
decreased slightly. But even under ship sailing conditions, 90th
percentile errors were 166cm, which was much better than
existing systems. Fig. 8 shows that CRLoc achieved an average
localization error of 92 cm in a cruise ship environment.

We compared CRLoc with four state-of-the-art CSI-based
localization techniques: Widar2.0 [13], SpotFi [20], LiFS
[33] and PinLoc [34]. As shown in Table 2, these systems
performed well in a general indoor environment, however,
their localization errors increased rapidly on a cruise ship. This
phenomenon was especially apparent when the cruise ship was
sailing. The poor performances of these four systems show that
they can not address the specific impact factors in a cruise ship
environment. According to our analysis, the reason is two-fold.
First, the dynamic characteristics of the ship make it difficult
to accurately separate the target signal from the multipath
signal. All these systems lack mechanisms for adapting to
dynamic changes in a curise ship environment. Second, the
metal material of the ship leads to high signal noise and
localization confusion. These systems developed for general
indoor environments fail to address the unique characteristics
of cruise ships.

In addition, we studied the impact of the proposed super-
resolution parameter estimation algorithm and deep learning
localization model for a mobile cruise ship environment.
Fig. 9 shows the effects of these two steps. The experimental
results show that without the path-number estimation mod-
ule, the median localization error increases to 1.31 m. This
demonstrates that the algorithm can adapt to the environment
of the ship and obtain more accurate channel parameters.
In another test without the CRNN localization model, we
diametrically located the target using the estimated parameters

Table 2 State-of-the-art system localization error: Median and 90th
percentile errors tested in three different environments, that is, a general

building, ship anchored and ship sailing environment.
Method CRLoc Widar2 Spotfi LiFS PinLoc

Median

Error

(cm)

General 68 65 51 81 97

Anchored 73 129 84 145 186

Sailing 103 171 148 228 263

90th%ile

Error

(cm)

General 109 134 121 168 216

Anchored 132 213 186 255 282

Sailing 166 272 241 346 359

and geometric model, where the parameter with the greatest
attenuation was considered as the target. In this case, the
median localization error increased to 1.64 m. We believe that
the CRNN model corrects the ToF–AoA estimation error and
recognizes the parameters corresponding to the target.

D. Effectiveness Analysis

We discuss the effectiveness of CRLoc in terms of the
following three aspects: system memory utilization, time cost,
and energy consumption. We present the results from the
four steps of our system: CSI preprocessing, sparse VBSAGE
algorithm, ToF–AoA data generation and CRNN-based local-
ization.

1) Memory utilization: In the preprocessing step, we need
0.35 M memory per location to store CSI and its intermediate
variables. The sparse VBSAGE algorithm requires 1.2 M
memory per location. After obtaining the channel parameters,
we convert it into a ToF–AoA profile, which will consume 0.6
M memory. Our CRNN model requires an average of 11.2 M
memory per location. In summary, the proposed system does
not require significant memory.

2) Time cost: Time cost was our focus. The preprocess-
ing and parameter estimation only take 0.038 and 0.34 s,
respectively. The ToF–AoA data generation step takes 0.74
s per location with the parallel computation of four cores.
Our CRNN model can obtain location coordinates within 1.2
s. Although our system does not appear to meet the real-
time performance of the prototype, the time consumption of
CRLoc would be considerably smaller by implementing in
binary code.

3) Energy consuption: We compared the energy consump-
tion of localization tasks and watching videos. CRLoc receives
packets from AP and then calculates the user’s location. Ac-
cording to our calculations, the amount of data traffic received
by CRLoc is 69.8 k/s, which is approximately equal to the data
traffic of watching videos. Therefore, the energy consumption
of data transmission of CRLoc is not more than watching
videos. By using the Intel extreme tuning utility, we found
that the main difference is the thermal design power (TDP) of
central processing unit (CPU). The TDP of localization task
is 93 W, compared with 56 W for watching videos. We think
the energy consumption of CRLoc is acceptable.
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E. Parameter Disscussion

Impact of ship speed. To test the performance of our sys-
tem under different ship speed states, we collected data during
the ship’s anchoring, acceleration, and constant-speed sailing
stages. Fig. 10 shows the empirical cumulative distribution
function of the tracking error of CRLoc under the three ship
speed states. In the figure, we can observe that when the ship
was at the anchor, the localization accuracy was the highest,
reaching an error of 73 cm. When the ship started to accelerate,
the location error started to increase, reaching 103 cm. When
the ship entered the constant speed stage, the location error
of CRLoc started to decrease, but was still greater than the
error in the anchored state. This is in line with our common
sense because when the ship is anchored, the hull deformation
is relatively small, and the excess multipath can be eliminated
by a high-pass filter. As the ship starts, the indoor environment
of the ship changes drastically owing to wireless signals,
which pollutes the position information carried by the wireless
signals.

Impact of walking distance. To further explore the per-
formance of the system, we studied the influence of the
distance between the volunteers and Wi-Fi link. Specifically,
a volunteer walked for a long distance of approximately 9
m, after which we tested our system at different distances.
The evaluation was performed 20 times and the results were
averaged. Fig. 11 shows the tracking error of CRLoc for targets
at different distances from the Wi-Fi link. As the distance

increased, the error gradually increased. This is because the
farther away from the transceiver, the lower the power of
the target reflection signal, which is easy to mix with metal
reflection signals, such as bulkheads and furniture. The error
increased rapidly after 6 m because the data we fed on the
neural network were collected in a 6× 6m area.

Impact of packet number. Fig. 12 shows the effect of
the number of different packages on the position error. In our
experiment, we set the packet sending rate to 1000 Hz, and
estimated the target localization every 0.1 s, which indicates
that 100 packets were used in each estimation. We selected
six different package numbers for testing. In the case of 10
packets, the overall location error was significantly larger than
in the other cases. The low packet rate may lead to location
aliasing because of the Doppler shift effect and at least 20
packets are required within 0.1 s to eliminate this effect [13].
However, as the number of packets increased, the location
error decreased slightly. We recommend selecting a minimum
of 60 packets for the location estimation.

Impact of different environment. To verify the appli-
cability of our system in different ship areas, we selected
three typical indoor ship environments. We collected data
in four time periods and selected 400 locations for each
environment in each period for testing. Fig. 13 shows the
localization errors in three different environments. CRLoc
achieved median tracking errors of 87, 113, and 104 cm
for the conference hall, wheelhouse, and room of the ship,
respectively. The location error in the conference hall was the



smallest because the conference hall was wide, and multipath
interference was relatively small. CRLoc had a larger error in
the latter two environments compared with the former because
of the interference of special equipment and watchkeeper in
the wheelhouse, and the rich multipath interference in the
room owing to the narrow steel environment.

VIII. APPLICATIONS AND LIMITATIONS
Our study solves the passive WiFi localization problem in

a cruise ship environment, which causes serious pollution in
existing advanced localization systems. In this section, we
introduce two practical applications of this study on cruise
ships and present the limitations of our system before putting
it into practice.

We primarily consider applying our work for safety and
security. First, we intend to apply it to the officer of the
watch (OOW) on-duty monitoring. When the ship is sailing,
the OOW must perform prescribed tasks at certain locations
in the wheelhouse, such as looking out, operating equipment
and recording documents. Our proposed system can supervise
the OOW to perform these tasks in a noninvasive manner.
The second application of this study is primarily related to
evacuations in emergency situations. The structure of large
cruise ships is complex. When accidents such as fire and
collision occur, passengers often do not know the nearest safe
exit and the shortest evacuation route. Our system provides
basic data for evacuation decisions, and and the evacuation
system can plan the most effective evacuation route based on
the location information provided.

Our system can meet certain real requirements on cruise
ships, however, it has limitations that need to be addressed
before it can be used in practice. Here, these limitations are
described as follows:
• Our experiments were conducted in an open area within

the scene, whereas some areas of the ship had more
complex structures and occlusions. Under these NLoS
conditions, the estimated multidimensional parameters
become erroneous. Therefore, ensuring localization ac-
curacy under NLoS conditions is our future study.

• The size of the localization area in this study was limited
to 6m×6m, and the localization accuracy reduced signif-
icantly when the target was outside this area. Enabling
CRLoc to run in any area is an improvement direction.

• The model established in this study is only for the
single-person localization problem, whereas multi-person
localization is more in line with real needs. Therefore,
this is also a limitation of CRLoc and motivates for future
studies.

IX. CONCLUSION
In this paper, we designed and implemented one of the

first WiFi-based passive motion tracking system in a cruise
ship environment. We conducted extensive experiments to
identify the main factors influencing localization in a mo-
bile environment and to study the relationship between CSI
variation and environmental dynamics. We utilize a super-
resolution parameter estimation algorithm to combat dynamic

multipaths in a cruise ship. Then, we designed a deep learning-
based approach as the tracking model, which improved the
accuracy of location estimation. Real-world implementation
and evaluation show that CRLoc achieves a median location
accuracy of 0.92 m in a 6 m × 6 m area and can meet the
localization and tracking requirements on a cruise ship.
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